
 Logistic loss = rel. entr. + softmax

Simpliciy of the Matching Loss

Canonical Mismatch Case
     
  

      

Why Non-convexity?
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For convex losses, solution determined by outliers

    Two Drawback of Logistic Loss

        Sigmoid with square loss

A Toy Example

Experiments
Synthetic label Noise:

Large-scale Experiments on ImageNet2012:

Code and References

Logistic Loss as Matching Loss

)

Two-layer feed-forward network (10 and 5 neurons) with ReLU activations


