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Implicit vs. Explicit Update
Gradient descent is motivated by

The actual minimizer of inertia + loss 

(implicit update)

Commonly approximated by the old gradient

(explicit update)

Most of Machine Learning is explicit!

k-PCA Loss
k-PCA: Given zero mean random variable             
Find the (d x d) projection matrix      of rank-k s.t.

or

   is minimized.

Online k-PCA: Observe one example        at a time 

 Solve for      instead of     !

Implicit Krasulina Update
Without the orthonormality constraint

Approximating          with         yields the (partially)
Implicit Krasulina (a.k.a. Sanger) update:

- No QR-step, needs to keep track of        instead
- Has an online EM interpretation! (see [1])

GD on the Stiefel Manifold
Manifold of (d x k) orthonormal matrices

Krasulina’s update: uses projected gradient

Oja’s update: uses unprojected gradient

Both updates are explicit!

Online k-PCA

Sensitivity to Learning Rate

Distributed Setting

*

Reference: [1] E. Amid and M. K. Warmuth, Divergence-based Motivation for Online EM 
and Combining Hidden Variable Models, arXiv preprint arXiv:1902.04107, 2019.

Decomposition:

Results


